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Abstract. All classical equations of kinetic coefficients in physics give only the first response

to the external forces and fields. We have constructed new equations for kinetic coefficients,
with all responses of the fields and forces, by using the perturbation method, which, customarily,
was a mathematical tool for the approximate solution of the equations. Naturally, the recurrent
equations which were obtained lead to recurrent solutions, which were found by the Green's
function technique. The exact analytical formulae, produced by this method, play the same
role for the calculations of kinetic coefficients as the Kirchhoff system of equations does for
conductivity. In the framework of this solution one has obtained the upper boundary for fields
when the solution is yet converged. We have considered the Hall and Seebeck coefficients and
the elastic moduli (SKeA S 1997 PhysicaA to be published), and suggested that all other
kinetic and transport coefficients may be rewritten in this way. On the basis of the formulae
obtained, numerical calculations of the Hall and Seebeck coefficients are presented. The new
universality classes for the Hall and Seebeck coefficients and the upper bond of the critical Hall
conductivity exponent for all orders of a magnetic field contributions are obtained.

1. Introduction

Much of our understanding of the physics of polycrystalline films, powder semiconductors
and composite media comes from the percolation theory. The interest in this problem
stems largely from the fact that percolation is, by far, the best understood type of
guenched disorder. The current through composite media depends on both the nature of the
inhomogeneities and their spatial arrangement. If there is some component of inhomogeneity
which is distributed spatially randomly, the electric current will flow by a percolation process
[2]. In the powdered semiconductors one can consider a power layer where the effective
resistivity of layers is dominated by the grain-to-grain contact resistances. If the value of
the contact resistance can take a range of values due to fluctuations in barrier height and/or
variations in the contact area, then the current will flow along paths that offer minimum
resistance. A variation of the barrier height will lead to a wide variation in contact resistance,
and the wider the range of contact resistance is the more significant the percolation will be.
In the limit of a very wide range of contact resistances, the overall effective resistivity will
be determined by the critical resistance at the percolation threshold level. These treatments
derive expressions for kinetic coefficients of a composite material in terms of the properties
of its constituents.

The original effective medium theory [3] gives results which differ from the percolation
theory near the threshold, and therefore we will discuss the theoretical treatment of the Hall
effect and thermopower in percolation systems [1, 4]. Instead of linear-response properties

1 E-mail address: Skal@research.yosh.ac.il

0305-4470/97/175927+14%$19.5@C) 1997 IOP Publishing Ltd 5927



5928 A S Skal

to coupled fields, which lead to exact relations among kinetic coefficients [5], we adopt the
approximation [1, 4] of assuming that the local conductivity, the thermoconductivity and
the Young modules are zeroth-order quantities, while the Hall and the Seebeck coefficients
and the Poisson ratio are first-order quantities. However, the perturbation theory allows us
to obtain new recurrence equations with recurrent solutions for all orders of responses of
the Hall and Seebeck coefficients, the Poisson ratio for conductivity in a magnetic field, the
thermopower and elasticity of disordered systems.

Composite media have been around for a very long time, and it sometimes seems that
we already know everything about their physical property. In this paper we shall attempt to
show that there are some new classical equations for transport and kinetic coefficients, which
lead to recurrence solutions. We shall focus on three subareas, namely magnetotransport,
the thermopower and the elastic properties [1] of composite media, but we will suggest
that it can also be applied to other kinetic coefficients. We shall discuss problems which
are described by Laplacian or second-order finite difference operators, and generalize the
numerical-simulation scheme using our analytical results.

2. The phenomenological equation in a magnetic field

The theory of the behaviour of a classical electron gas in combined electric and magnetic
fields was developed by Gans [6], and was extended by Sommerfeld and Frank [7], Davis
[8] and Seitz [9]. On the basis of Lorentz’ transport theory, Gans [6] treated the case
in which the applied electric and magnetic fields are normal. He examined the results to
first order in the applied electrostatic field and to an arbitrary order in the magnetic field,
and found that he could sum the series corresponding to sums over various orders of the
magnetic field. Sommerfeld and Frank [7] subsequently obtained the same results but more
concisely, Davis [8] and Seitz [9] generalized Gans’ treatment of the problem for the case
in which the electric and magnetic fields are oriented randomly relative to one another. In
the approximation where the current varies linearly with the electrostatic field, and it varies
with the magnetic field, up to quadratic terms, they obtained

I=0E+aH[E x H] + BH?E x H]. @

This is the only high order of a magnetic field equation known in literature, and it
corresponds to our more complicated recurrence equation (9).

The existing theoretical discussion about composite materials is mostly limited to low-
density approximations, as pointed out in [10-12]. The experimental literature of this field
was given in [13-18].

In the effective medium theory the conductivity reaches zero at a volume fraction of
% (this can be compared with the percolation threshold), but the effective Hall coefficient
never differs from the local Hall coefficient of the conducting comporgnby more than
a factor of 2(R¢ = 2R;, Ry/R1 — 1). Kirkpatrick suggested that the Hall coefficient
should be proportional to the inverse of the percolation probabRityp) = P~1(p)R:.

This suggestion received great criticism because it implied that the dead ends occurring in
the infinite cluster contribute to the Hall coefficient even though they do not carry current
or appear on the surface of a sample. A picture, which seems unrealistic for customary
percolation, was explained by the starry sky model [4].

The difference between results of the effective-medium theory is often due to involving
the different averaging procedures. The difference between our results and the effective-
medium theory results lies in the fact that we have developed exact analytical formulae
for the mentioned kinetic coefficients, using the Green'’s function technique. The formulae
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produced by this method play the same role for the calculations of kinetic coefficients as
the Kirchhoff system of equations does for conductivity, and therefore, the numerous errors
of the critical exponents calculations lie in the same error bar.

3. The new equations for conductivity in a magnetic field

An equation can be introduced for the current dengity) in disordered systems, whose
discontinuous scale is larger than the free path of the charge carriers, and whose free path
is larger than the cyclotron radius. In this case we can consider the local conduetivity
and the local Hall coefficienR(r) at each point of the sample. A new analytical result
is obtained for the perturbation theory of the current density in a magnetic field, whose
formula exactly corresponds with (2) to first order.

WhenH is small enough, the Hall current density can be represented as a vector product

L(r) x E(r) where E = —Vy is an electric field and.(r) is the local Hall conductivity.
The equation for the current density in such a system may be written as:
Jj(r) =a (Vo) + 0 Hr)Ar) x j(r) )

where A(r) = o2(r)R(r)H represents a conductor in which the conductivity tensor is
isotropic and|A(r)| < o (r).
Consider a cubic sample with side lengthg, , m = 1, 2, 3 with an applied electric

field E along thex,-axis andg,,(r) denoting the electrical potential, ar}d (r) being
the current density. In the presence of a weak magnetic field the Lorentz forae
considered in the perturbation theory as the first-order response, whereas the Ohmic current
densityj (r) is considered as a zeroth-order response of a magnetic field. As a first step
of the éﬁproximation one obtains the Hall current deng'&ty) therefore the new, full
current density is equal tg(r) = g r) + g (r), in addition to a new electrical potential

o(r) = @o(r) + @1(r). As k step results one obtains a new Lorentz fofgead infinitum
The full current density and the full electrical potential can be described in poweks of
(or A(r)) as

J, @)= jo’m(r) + jl,m r)+---+ lk,m (r) )

En(r) = Qom(r) + @rm(r) + -+ - + G (r). 4)
For the boundary condition of the potential one obtains

0om(r)rep = Exp (5)

©xm()rep =0 (6)

where B is the boundary of the sample.
Now we must substitutq’(r) from the right-hand side into the left-hand side of
equation (1). If one repeats this operatiotimes, one obtains the equation:

J(r) =0 (V) +0(N°A0r) x Vo(r) + 0 ()™ X A(r) x A(r) x Ve(r)

+o ()" PAE) X - X M) x Vo(r) 4 -+ - @)
Substituting (4) into (7) and separating the orders.({n) yields
Jom@) =@ Veo(r)
J1, ) =0 OVer(r) +0°(AT) X Veou(r)
@) =0 (V) +0°MAE) X V10 (r) + -+

+o V@A) x -+ x ) x Voo (r).

®)
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The system of equations can be rewritten in a recurrent form for the projection of the
current density on the-axis:

j;l,m (V) = U(V)Vnﬁﬂo,m (}’)
i) = 0 (Vaprm(@) + 0 O X o ()] )
(™) = 0O Va@m () + 0 ORE) X j, O

This allows us to use the Green’s function to calculate (9) from the beginning, step by step.
Now we introduce the Green'’s functia@(r, ') by the equation:

V(o (V. G(r, 1) =83 — 1) (10)
with the boundary condition:
G(r,r')rep =0. (11)

Summation over repeated indices is implied. The Green’s function method can be applied
to a potential with zero boundary conditions. For this purpose one can introduce a new
potentialyy ,, () as:

gocl),m(r) = ¢O,m(r) — Exp, Wéﬁm(")reB =0. (12)
SinceV, jg ,,(r) = 0, V, (o (r)Vapom (r)) = 0, this can be rewritten as:
vn(oi(r)vn(p(l),m(r)) = _vll(a(r)vﬂ(Exm))' (13)

Using the Green’s function one can find fgf,, () and simultaneously fopo,, (r),
Pon(1) = Exo+ 0, (1) = Exo + [ G r)Vilo ) (Ex, AV

=Ex, — E / o(rYV, G(r,r)dv’ (14)

and sinceV, (Ex,,) = E&"

s also forjg . ()

Jom(@) =0 (r)Vapou(r) = Ea(r)s), + E / o(r)o(r"HV,V, G(r,r)dV'. (15)

For further application, the integral may be expressed in another form
/U(r)cr(r/)V,,V,’nG(r, rdv’ = E_lj(’)”m(r) —a(r)sh. (16)

This formula allows integrating multiplication of the gradient of the Green’s function at two
local conductivities. The result is the total current to zeroth order.
SinceV,j,, (r) = 0 then from (9):

Valo (Ve (] = =Valo T ORE) x j, (0]}
1 ’ ’ / i (17)
Pm(r) = — /V TN % Gy, (OLVG @ ) dV

and then by using (16):

’

f 0 (1) Vg (r) AV = / o2 X j,_, (] dV f o (No )V V.G(r.r') dV’
§ Jia,

= JUE 3,00 = 0@BLL0) x oy, (L2 . (18)
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One can calculate the currey’,, (r)):
[ita0rdv = [ooVpnrav + [ a0 <, 08V
; |
=7 [0 20, 100 x4y, LAV = [T 0m0) <y, 0LV

+ / o O x j,_,, (M].dV. (19)

The last two terms cancel and f¢j;’, (r)) one obtains:

Ut = [ ita @@V = £ [ 0 20j0,)a0) x4y, 4V, (20)
v ,

This recurrence formula allows us to calculate each subsequent current from its previous
value. For example, for effective magnetoresistance one can write
v Jo,OUH x j, (IR AV

o (p)ogh(p) E2

It is interesting to compare Bergman’s [19] formula (5) for the magnetoconductivity
with our result (21). The only difference is that Bergman did not complete his calculation
because he did not use a formula like (16) for integrating the Green'’s function.

Now one can rewrite the result in a common integral equation form

Un(r) = jgu () = <Z;k 1,m(r>>

= E‘lf (jOn(r)[Hx ijlm(r)DR(r) dv
14 ' k=1 ’

=E! /V (g, (IH x j (NDR(r) V. (22)

Apm.n(p) = (21)

In [4] it was shown that the Hall coefficient fér= 1 can be obtained without calculating
the current density in the presence of a magnetic field

(L)
(0" (p)oe™(p)U,U,HL)
_/ (JoMiy(r) x HDHR(r) dV
v o (pof(p)U.U,LH

R(p) =

(23)

where] r) andJ (r) are the current density obtained from the equa¥i@a (r)VU (r)) =
with boundary condltlons along theaxis for a potential differenc&, and along they-axis
for a potential differencé&/,, o (r) and R(r) are the local values of the conductivity and the
Hall coefficient,af”(p) anda;?“(p) are the effective conductivities along these axes and
is the length of the sample along the magnetic fifld

When we consider this solution we can calculate two values:

(i) the effective Hall potential drop when the Hall circuit is disrupted,;

(ii) the effective Hall current when it is not disrupted.

Obviously, the effective Hall potential drop is equal to the sum of the Lorentz battery
E, (r) on each point of the sample. The random distribution of the values and orientations
of the Lorentz battery can be obtained by using the Ohmic density of the cuyigent
calculated by iteration of the Kirchhoff system of equations, with boundary conditions
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applied, for example, to the-axis. In this case the Lorentz battery is equal to the value
E, (r)= R(r)zg(r) x H. There are difficulties in summing up these batteries because of
their random orientation, and not because of their random values. In order to overcome
these difficulties, it is necessary to change the vector field of the Lorentz battery to the
field of Hall current density outside Hall circuit. As shown in [4], by using the well known
reciprocity theorem, the Hall current density in an outside Hall circuit (which came from the
Lorentz battery on each point of the sample) is equal to a subintegral value in equation (23).
One may summarize it as an integral form (23) because each part of the Hall current density
is parallel in an outside circuit.

It is important to understand that our method divides the full Hall current density in the
sample into two parts. The first part of the current, which is proportiong} te), has a
path to the boundary along a percolation cluster, while the second part does not have this
possibility. One must recalculate the Kirchhoff system of equations, with the other boundary
conditions applied to theg-axis in the event that a magnetic field is applied along:Hais.

As a result one obtains the current dengiyr). By using integral (5) in the zero step of
approximation(k = 0), one obtains the first part of the Hall current, which has a path to
the Hall contacts, becausg () was put through the Hall contacts. One may claim that
this is the exact result of the zero step of the approximation, because the second part was
influenced by only the changes in the Ohmic density of the currents. Therefore it needs the
recurrence formulae (20) for all responses of a magnetic field. Our Green’s function method
[4] corresponds, mathematically, to the precise summarization of the Lorentz batteries, but
not to the new kind of the effective medium approximations.

However, the theory cannot be completed without an answer to a very important
guestion. One needs to find the condition when the solution of equation (7) converges.
The recurrence form of the solution equation (20) enables us to obtain an exact answer for
this question.

One can rewrite equation (20) as an inequality for the first-order solution

f Jydv =E™ / (EH x j3DRE) AV

i“(r) x HIR
- /([lg(r) x H]j2(n)R(r)dV < max(|[J°(r) < (r)|>/|jg(r)|dv.

E
(24)
The second-order solution gives the inequality
/jév(r) dv = /([ﬁ(r) x H]jo(r)R(r)dV
2
i H]IR
- max(l[Jo(r) XEJ (r)|> /|Zé(r)|dv. 25)

The common caseg is
[ =[Gy < 1y onrerav

- H1R k
max<|[J0(r) XEJ (r)|> / i3 ()l dV. (26)
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In the magnetic field if the first term in the inequality

ix H|R
max<'[’°(’) x H] <r>|> . o7

E

then (j (r)) — 0 ask — o0 and solution (20) is converged.

4. The new equations for thermopower

There is literature [21-25] on the thermopower of inhomogeneous aggregates, consisting
of two or more distinct phases, separated by sharp boundaries. It is obvious that the
thermoelectric properties of homogeneous materials are superior to those of inhomogeneous
composites. This is suggested by the calculation of the thermoelectrical properties of a
composite rod constructed of two pieces of dissimilar material in parallel or in series [21].
There may be an application of such composites: for example, a second phase might be
introduced to improve the mechanical properties of the material. The theory that has been
discussed may assist the interpretation of experiments on such materials [23].

With the Green'’s function technique used in the appendix, one can obtain the Seebeck
coefficient constructed by the perturbation theory. This leads, again [4], to a recurrent
system of equations, assuming that the media can be described by local thermoconductivity
k(r), temperaturd’(r), and the Seebeck coefficiemtr). It is possible to write the system
of equations for the thermocurregitr) and thermal fluxu(r) as follows

J(r) =0()Ve@r) —o@)a(r)VT(r) (289)
u(r) =k(@)VT(r) —o(r)a(r)T(r)Ve(r). (280)
Suppose that the opposite edges of the sample are electrically connected and the

thermoelectric current is measured. The temperatures of the edges are 11gldarad
T,. The boundary conditions fay(r) and 7 (r) are:

(TZ - Tl)xm

In the zeroth-order sequence f@we can neglect the second term of equatidn) @nd
obtain:

o(r)rep =0 T(r)rep = (29)

Jo(r) =0 () Veo(r) — o (ra(r)VTo(r) (3Ga)
and
ug(r) =k (r)VIo(r). (300)
Now we can write a sequence farwith valuesT (r) andu(r):
T(r)=To(r)+ Ta(r) + To(r) + - --
u(r) =ug(r) +uy (r) +uy(r) +---.

Substituting sequences (31) into systems (28), one can obtain equations of all the orders
of «. Equation (30), for the temperature distribution, is similar to that of the electric
current with conductivityx(r). On a lattice it can be solved by integrating Kirchhoff's
equations.

In first order, one obtains:

J,(r) =0()Vei(r) —a(r)o(r)VIo(r)
uy(r) = k(r)VTi(r) + a(r)o (r)To(r) Vi (r).

(31)

(32)
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Therefore, the boundary condition, with potential equal to zero can be rewritten as:

@(r)rep =0=¢o(r) =0

thus the second term in equatiorbZ&quals zero (also in the first-order equation (32)) and
Ti(r) = To(r). The zero term in a row fow equals the first one, and our task is now to
find the second term.

The equation for the second term is as follows

J,(r) =0 @) Vea(r) +a(r)o(r)VTi(r) (33a)
uy(r) = k(r)VTa(r) + a(r)o (rTo(r)Ve(r) + a(r)o (r)Ti(r) Veo(r). (330)

The last term equals zero, becauggy(r) = 0. From the equatioiVu,(r) = 0, one can
obtain7>(r) as a function offy(r) = To(r) and 1 (r)

V(k(r)VTx(r)) = V(a(r)o (r)To(r)Vei(r))

/ / / / / / (34)
Ta(r) = / G(r,r)N(a(r)o (r)To(r)Ve.(r')) dV'.

Using row (2&), one obtains the equation for thermocurrent density in the form:
J,(r) =0()Ve1(r) —a(r)o(r)VIo(r)

J,(r) =0 () Vea(r) —a(r)o(r)VIi(r)
(35)

J, () =0V (r) —a(r)o(r)VT_a(r).

SinceV ji(r) = 0 and using the Green’s function, one can calculate the potential:
@r(r) = / G(r, 1N (o (ra(r)VTi-1(r")) dV'. (36)
Using (A7) one can obtain the mean value of thermocurrent
(Jk(r)) = /a(V)VTk—l(r)/U(”)U(”,)VV/GO’, r’)ydv dV’—/Oé(V)U(V)VTk—l(V)dV

=E / a(r)(jo(r)VTi—1(r)) dV. (37)

Thermocurrentj;(r)) can be obtained from temperatufg(r), which is easy to calculate
from Kirchoff's system of equations.

Thermocurrent{j,(r)) can be calculated by usinf(r), but T1(r) = To(r) and the
first-order result is equal to the zeroth-order result.

The third order in many physical situations is very small, but in the particular cases it
can be important. Formula (37) offers the possibility of calculating the contributions of all
orders ofa to thermocurrent from the temperature distribution.

5. Numerical analysis of the Hall and Seebeck coefficients and the effective medium
theory

On the basis of the formulae obtained, a computer program was created and the Hall and
Seebeck coefficient was calculated for a three-dimensional lattice consistingc@32625
sites.
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Using a random Gaussian potential model and potential [84ebne can calculate the
probability

Wo
p= / F(W)dw W(r) = / K(r—r)f@')dr (38)
—0o0

for the conductivityoy, the Hall coefficientRy, the thermal conductivity; and the Seebeck
coefficient «; of the component 1 aW > W, and the probability - p for those
of the component &>, R, kz, a2). f(r) is a random Gaussian function with correlator
ffE) =80 —r)andK(r) = expr/ro) Whererg is a correlative radius. This model
seems to be better than site percolation for continuum percolation and for comparison with
experiment.

In order to calculate the Hall coefficient, the following algorithm and boundary
conditions have been assumed.

(1) Periodic boundary conditions are assumed for all surfaces of the cube without
contacts:

(i) the surface passes through the sites of the lattice; (ii) the cube is mirrored at the
boundary.

(2) The electrical contacts are situated on the surfaces 0 andx = L, and their
potentials are assumed to bg_o = 0 andU,—; = 1. The iteration formula for calculating
the potential connected with each given site, follows from Kirchhoff's current law. After the
iteration procedure has ended, every site can be associated with three current components
Jx» Jy and j;, which are calculated as a half sum of currents in the bonds adjoining this site.

(3) The procedure for calculatingf“(p) is the same as in (2), but the contacts are
situated on the surfacgs= 0 andy = L, and every site can now be associated with three
current components;;, j and ;1.

(4) The productsj, j and —j, jl, multiplied by the Hall coefficient®; or R; at these
points, are summed for every site of the lattice.

The procedure for calculating the Seebeck coefficient is identical.

The dependence of conductivity and Hall and Seebeck coefficientsaom for various
ratios of o1/02, R1/R», andky/ko is illustrated in figures 1-5. Figure 1 illustrates the
concentration dependence conductivity and the Hall coefficient for various ratjes
and R1/R,. In figure 1 the behaviour of the percolation probabili®y(p) is shown by
the heavy curve. There is an interesting feature in the behaviour of conductivity and the
reciprocal Hall coefficient which can be seen in figure 1. The maximum distance between
the conductivities and reciprocal coefficients curves is denotedi byThis distance is
a function of the conductivity ratio. Ab»/o; > 107°, the curves differ greatly and
increases to its maximum value. In this case quantitative agreement is achieved for the
high-density impurity conductor N&/O;3 [28], for which the reciprocal Hall coefficient is
observed to correspond witA(p). When the ratiar, /o1 rises, A decreases smoothly to 0
ato,/01 > 0.5. This behaviour of the distancé can be used to estimate the conductivity
ratio of the experimental data constituents in heterogeneous materials.

Cohen and Jortner [10] generalized the effective medium theory (EMT) to treat situations
in which the conductivity is a tensor quantity everywhere, as must occur in the presence of a
magnetic field and then applied to several liquid semiconducting systems. Their analysis was
generalized for thermopower by Webmetral [12] for a random mixture of two components,
where conductivityr;, thermoconductivityk; and Hall and Seebeck coefficienRs and
occupy a volume fractiop andoy,, k2, R, anda, occupy a volume fraction 4 p.

Let us compare the results predicted by EMT with our calculation. The broken curves in
figures 2—4 correspond to the data obtained by Cohen and Jortner’s formulae. As Kirkpatrick
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Figure 1. The effective conductivity (the heavy curves with the circles) and the effective
reciprocal Hall coefficient (dotted curves with the circles) for the Hall mobjlity: /1 = 1
and the different values = o2/01. The percolation probability’ (p) is presented by the heavy

curve.

i
() R 6 107

Qk-1.6 -0
B Q) R=30]6-30"

Figure 2. The reciprocal Hall coefficient for the different
valueso = o2/01 and R = Ry/R1. Predictions of EMT
are shown by the broken curves.

[9] pointed out, one can obtain an accurate analytical EMT calculation of conductivity
problem outside the critical region. The numerical results presented show that the EMT is
also accurate for the Hall and Seebeck coefficients and that the critical region in which it
fails (see figure 3) covers only a modes range of concentrations.

The best formula for thermopower, which gives the correct value of the threshold, was
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Figure 3. The reciprocal Hall coefficient for the different values= o,/01 and R = R2/R;.
Predictions of EMT are shown by the broken curves and chain curves.
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Figure 4. The effective Seebeck coefficient for the different valaes o/01 and x = k»/ k3.
Predictions of EMT are shown by the broken curves.

presented by Straley [26] and Halpern [27]

a®(p) = (a2 — a)[k*"(p) /0" (p) — ku/01)/ (k2/02 — k1/oD)] + e (39)

The physical meaning of this formula &t = k,, where the formula becomes strong, is
that the Seebeck coefficient is proportional to the difference between the effective resistance
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o {(pH {up-oq)

0 + 1 O.S 4 A 7.0 Figure 5. The effective Seebeck coefficient for
/'J ’ (A 01/02 = ki/ko = 10%; (B) o01/02 = 10P;
k1/ k2 = 1.001.

and the resistance of component 1. In this particular case the critical exponent of the Seebeck
coefficient is equal to the conductivity exponentind therefore both the thermopower

and the conductivity belong to the same universality class. Formula (39) was verified by

a computer calculation using integrals (37). Our calculation shows that this formula is
extremely accurate for both two- and three-dimensional spaces, and for both sides of the
threshold but does not work for the ratig/k, > 1, whereas for thé&i/oy = ky/o7 it
becomes meaningless, since both the numerator and the denominator become equal to zero.
Figure 5 presents the two different curves with different critical exponents for both extreme
cases. All other cases lie in short intervals between them. When thekiafio > 1, the

‘special’ nodes appear and the thermopower belongs to the new universality class.

6. An upper bound of the critical Hall conductivity exponent for the contributions of
all orders to the current density in a magnetic field

An upper bound of the critical Hall conductivity exponent for the contributions of all orders
of the Hall effect to the current density in a magnetic field can be obtained by using both
equation (23) and equation (27).

As follows from numerical calculation of equation (23) [4], the Hall conducti@gf (p)
critical exponent for the case wheRy/R, — 1 can be presented for both sides of the
threshold by the formula

G*(p) o |p — peI° n=2—g g=0.6 (40)
wherer is the conductivity critical exponent andis the Hall coefficient critical exponent
[21].

In order to calculate the upper bound of the critical Halls conductivity exponeiane

needs to use equation (27) related(J (r)), which leads to the formula

T <2t —g. (41)
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Our numerical calculations have shown that one can obtain a new universality class for
the Hall coefficient critical exponent for both sides of the threshold wRgfR; — 1. In
the opposite case, the situation is more complicated. gor p. the former case holds
but for p < p. the Hall coefficient and conductivity belong to the same universality class
11 = 2t if R, > Ry.

7. Conclusion

We have developed exact analytical formulae for the mentioned kinetic coefficients, using
the Green’s function technique. The formulae produced by this method play the same role
for the calculations of kinetic coefficients as the Kirchhoff system of equations does for
conductivity, therefore the numerous errors of the critical exponents calculations lie in the
same error bar. These formulae give contribution of all orders of the Hall effect to the
current density.

When the ratick;/k, > 1, the ‘special’ nhodes appear and the thermopower belongs to
the new universality class.
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Appendix

Consider a cubic sample with side lengths,, m = 1, 2, 3 with an applied electric field
E along thex,-axis. ¢,,(r) denotes the electrical potential ang(r) denotes the current
density.

For the boundary condition of the potential one obtains:

©Po,m (r)rEB = Exm (Al)

where B is the boundary of the sample.
Now we introduce the Green'’s functiai(r, r’) by the equation:

V(o (VG r')) = 83(r —r') (A2)
with the boundary condition
G(r,r')ep = 0. (A3)

Summation over repeated indices is implied. The Green’s function method can be
applied to the potential with zero boundary conditions. For this purpose one can introduce
a new potentialy , (r) as:

Pom () = Qom(r) — Exp where Pom(P)rep =0

Sincevnj&m(r) =0, Vn(U(r)Vn<ﬂo,zn(”)) =0.
This can be rewritten as:

Vn(o(")vnfpc/),m(r)) = =V, (6 (r)V,(Exp)). (A4)
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Using the Green'’s function one can find a solution g, (r) and simultaneously, for
$o,m (}’)

o) = Exn + ¢y (r) = Ex + / G(r, )V (o )V (Ex, ) AV’

=Ex, — E / o(rHV, G(r,r")dv’ (A5)
and sincev, (Ex,) = Es,,, for jg, (r) one obtains

Jom () =0 ()Vapom(r) = Eo(r)é, + E / o(r)o "V, V, G(r,r)dV'. (A6)
For further application, the integral may be expressed in another form

E/a(r)a(r’)vnv,’nc;(r, rydv' = E7jg,.(r) — o (r)s) (A7)

m*

This formula allows integrating multiplication of the gradient of the Green’s function
at two local conductivities. The result is the total current to zeroth order.
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